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ABSTRACT

The goal of this paper is to infer features of urban ecology (i.e., social and economic activities, and social interaction) from spatio-temporal cell phone activity data. We present a novel approach that consists of (i) time series decomposition of the aggregate cell phone activity per unit area using spectral methods, (ii) clustering of areal units with similar activity patterns, and (ii) external validation using a ground truth data set we collected from municipal and online sources. The key to our approach is the spectral decomposition of the original cell phone activity series into seasonal communication series (SCS) and residual communication series (RCS). The former captures regular patterns of socio-economic activity within an area and can be used to segment a city into distinct clusters. RCS across areas enables the detection of regions that are subject to mutual social influence and of regions that are in direct communication contact. The RCS and SCS thus provide distinct probes into the structure and dynamics of the urban environment, both of which can be obtained from the same underlying data. We illustrate the effectiveness of our methodology by applying it to aggregate Call Description Records (CDRs) from the city of Milan.
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1. INTRODUCTION

The modern urban environment is a complex ecosystem, characterized by distinct geographical regions sharing common patterns of socio-economic activity, infrastructure, social cohesion, etc. [5, 24]; further, some of these regions are strongly interacting (via mobility, communication, etc.), while others are relatively isolated from one another [16, 18]. We refer to this intra-urban structure as “urban ecology.” Historically, the detection of urban ecology has been difficult as it usually requires extensive local knowledge of the area in question and investigation using time-consuming and expensive techniques (e.g., informant interviews, ethnographic observation, etc.). This poses challenges for urban governance—e.g., urban planning, infrastructure management, administration, and law enforcement—particularly in an era of increasingly rapid urban growth and change (e.g., due to shifting patterns of immigration and economic activity). Likewise for the private sector, effective siting of businesses requires extensive knowledge of the urban landscape; in a global economy, obtaining such knowledge via years of experience “on the ground” in a given location may be expensive or impractical.

It is estimated that within the next forty years, two-thirds of the world’s population will be living in expanding urban centers, and the level of urbanization is expected to increase in all major areas of the developing world [2]. Given this, there is clearly a need for methods that will cheaply yield up-to-date information on urban environments, without extensive on-the-ground investigation. A promising tool in that regard is the use of aggregate geolocated data on communication activity, a resource that is increasingly available given the near-universal penetration of mobile devices within urban populations. Because communication behavior is a fundamental aspect of virtually all social and economic interaction, even aggregated communication data can provide rich information on the types and volumes of activities occurring within a given geographical area, and on the degree of interaction (or lack thereof) between occupants of different areas. Such data is inexpensive, can be collected and distributed in a privacy-preserving
manner (e.g., in the case of aggregate activity), and can be monitored to track developments within the urban landscape.

The question, then, is how aggregate mobile communication data can be used to provide information on urban ecology. In this paper, we provide an approach to this problem that draws on the notion of seasonal decomposition from the field of classical time series analysis. By decomposing communication data across time, frequency, and space, we create distinct time series that provide (respectively) information on routine activities and on deviations from those routines. Subsequent analysis of the resulting multivariate time series allows for the identification of socio-economically distinct regions within the urban environment, identification of socially interacting regions, and other goals of interest to the analyst. As we show, these analyses can be performed efficiently and in an unsupervised or semi-supervised manner, facilitating their use in settings for which the analyst has only limited resources for additional data collection.

Key idea: As is well known, a time series can be decomposed into three components (the classical decomposition [6]): a trend, representing systematic, non-periodic change over the time scale of observation; a seasonal component, representing systematic periodic variation in the phenomenon of interest (possibly with multiple characteristic frequencies); and a residual component, representing variation due to idiosyncratic factors and exogenous shocks. The value of the decomposition approach arises from the fact that many social processes either generate gradual, systematic change (e.g., population growth) or are strongly periodic (e.g., on hourly, daily, weekly, or annual time scales); the trend and seasonal components of the time series “selects out” such processes, allowing them to be either measured or removed from analysis (as desired). By turns, many other social processes are characterized by short-term responses to exogenous perturbations, and (when integrated over all perturbations) have little or no systematic component. Information on these processes is contained in the residual series, which can thus be used to study them without contamination from their systematic counterparts.

Data: The data that we use in this study consists of time series of aggregate cell phone traffic sent or received by persons within small areal units in the city of Milan (see Fig. 1), for approximately one-month period. In particular, we use aggregate call-description-records (CDRs) and aggregate SMS activity per area unit, made available for the Big Data Challenge [3] competition. In addition, we collected ground truth data from the municipality of Milan and online sources, containing elements such as universities, residential areas, sport centers, parks, etc. This latter data is used here for external evaluation of our methodology and is made publicly available at [4].

Methodology and Results Overview: We apply our approach to the cell phone activity series, using the decomposed series to characterize distinct aspects of urban ecology. We proceed as follows:

First, we begin by decomposing the original cell phone activity series for each areal unit into seasonal and residual components. The decomposition is done using FFT, with the seasonal component corresponding to high-amplitude frequencies and the residual component corresponding to the deseasonalized series in the time domain. The seasonal communication series (SCS) are due to typical patterns of socio-economic activity within an area; e.g. a university generates higher traffic during weekdays and lower traffic during weekends and holidays than a residential neighborhood.

The residual communication series (RCS), on the other hand, can represent irregular traffic (e.g., an area may have higher traffic than usual due to a protest or sporting event, or lower traffic than usual due to a strike) and/or due to the influence of one area on another (e.g., due to mobility and/or social interaction).

Second, we perform hierarchical clustering of different areas based on the different time series and we validate the results using the ground truth data. We show that our SCS clustering scheme successfully segments areas dominated by distinct types of socio-economic activity, and allows for discovery of regions whose activity patterns differ markedly from the rest of the city. The results compare favorably with state-of-the-art approaches such as [26], since SCS can incorporate regular patterns occurring on any time scale; by contrast, state-of-the-art methods estimate regular patterns using average weekday and weekend days (evaluated using binned averages), and cannot therefore exploit patterns of change that occur across multiple days. In addition to using the SCS to identify regular patterns, we show that its counterpart, the RCS, enables the detection of regions that are subject to mutual social influence or in direct communication contact; this was not previously possible using mere activity data. More specifically, we show that the structure of lagged spatial correlations in RCS across areas allows for the detection of regions that are subject to mutual social influence (i.e., disruptions in one area propagate to the other), and of regions that are in direct communicative contact. We validate the latter by showing that RCS correlations between areas are significantly related to the volume of inter-area cell phone traffic, and that this relationship is substantially stronger than for SCS.

In summary, the RCS and SCS provide distinct probes into the structure and dynamics of the urban environment, both of which can be obtained from the same underlying communication data.

The structure of the rest of the paper is as follows. Section 2 reviews related work. Section 3 presents our data sets, and the ground truth we collected. Section 4 presents the decomposition of the original series into SCS and RCS, and some key insights from basic properties of these series. Section 5 presents the clustering methodology. Section 6 presents the results of applying clustering to SCS and its comparison to ground truth, as well as the findings of the RCS analysis. Section 7 concludes the paper.

2. RELATED WORK

This section summarizes the most relevant related work in the intersection between urban dynamics and human activity data. Data generated by human activity can be divided into two broad categories: (1) self-reported data and (2) behavioral traces. In self-reported data, users decide to report their semantically annotated location via check-ins e.g. in Foursquare a user selects a venue from a list of venues that are detected nearby his location. In behavioral traces, users are passively monitored and do not actively select the information that is being revealed. Cell phone activity patterns are an example of behavioral traces, in which some aspects of the users’ behavior are fully revealed, but without any semantic information i.e. the user location is not annotated to indicate venue or category type. This work uses cell phone activity patterns.

Behavioral traces. Cell phone activity patterns, also commonly known as Call Description Records (CDR), capture important aspects of human activity in a city [23], and they have been used to study human mobility, social networks, and urban ecology. Since the focus of this paper is on the latter, we mainly review related work in that area, and we only briefly mention other work in the broad area of cell phone activity analysis.

Toole et al. [27] used aggregated CDRs in order to infer land usage in Boston. They used a supervised learning technique: they built various features from activity series and used them to classify areas of the city into five different categories (residential, commercial, industrial, parks, and other). Their ground truth was a data set of zoning regulations from the municipality of Boston. However, the classifier’s accuracy was worse than classifying every area to
belong in the dominant category, due to the high percentage of residential areas. In contrast, we use clustering, a form of unsupervised learning, our ground truth data set contains the facilities in each area, and we study the city of Milan.

Soto et al. [26] also followed an unsupervised learning approach to characterize areas in the city of Madrid. They clustered areas of the city based on their activity signature, i.e. the activity pattern for a typical weekday and a typical weekend, where “typical” is defined as average activity in a period of 3 months. They produce five different clusters: industrial and offices, business and commercial, nightlife, leisure and touristic, and residential. We follow a different clustering approach that facilitates selecting solutions for specific purposes (e.g., segmentation versus anomaly detection), and employ a more general time series decomposition that can be used in settings with regular patterns that do not fit into the typical weekday/typical weekend day typology. In Section 6 we compare our spectral approach to that of [26] and show that our approach allows us to detect additional information that is lost under averaging. Additionally, our work differs from [26] in that we make use of residual fluctuations in the time series, which can be used to detect interactions between areas. We note that our clustering and residual analysis techniques could be applied to the averaging scheme used by [26], and many aspects of our approach are hence complementary to this work.

Similar decompositions of activity series have been applied in other settings as well. Calabrese et al. [9] applied eigendecomposition to extract features from Wi-Fi time-series, and then used those features, produced from the top 4 eigenvectors, to cluster access points with similar traffic. We apply time series decomposition on a different type of series and we also take advantage of the residual communication to highlight important aspects of the data.

Finally, CDRs have been used for human mobility analysis, [17], [15], [8] as well as for studying social interactions [14]. These studies have answered various questions, including: what is the potential of ride-sharing for reducing traffic in a city [12]; which are the poorest areas of a city [25], etc.

Self-reported data. Work on urban dynamics and self-reported locations is primarily focused on Foursquare check-ins [13, 20, 21]. The authors of [21] use the categories of Foursquare check-ins in order to cluster similar areas of the city, i.e. two areas are similar if their normalized check-ins are also similar (e.g. both have 70% restaurant and 30% work check-ins). More specifically, each area is represented by a vector of category check-ins aggregated over a time period. Spectral clustering using a cosine similarity measure is used to create clusters of similar areas. However, the paper provides no external validation of the clustering results. In contrast, our evaluation results make use of a separately obtained ground truth data from the official city records and our method does not require semantically annotated location information.

The authors of [13] use the same clustering approach as [21], with some modifications in the distance function, and they validate it through interviews with city residents. However, the distance function in [13] requires per-user and per-venue check-in information whereas our method is suitable with spatially aggregated data over all users in the same area.

[28] considers that the function of an area is a combination of two aspects: places of interest (POI) categories and human mobility data (e.g. number of people arriving or leaving) in a region. They cluster similar areas using a topic model-based method that combines both aspects. They evaluate their method by using well-known locations, and interviews with residents of the city. However [28] aggregates the human mobility data in typical weekday/weekend fashion, an approach that we show loose information. Additionally, their method requires as input POI categories which, unlike ours, assumes existing knowledge about the city.

3. DATA SETS

Table 1 summarizes the data sets used in our analysis.

<table>
<thead>
<tr>
<th>Name</th>
<th>Period</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Milan Activity</td>
<td>Nov.4-Dec.1 2013</td>
<td>Telecom Italia [3]</td>
</tr>
<tr>
<td>Milan Square-to-Square</td>
<td>Nov.4-Dec.1 2013</td>
<td>Telecom Italia [3]</td>
</tr>
<tr>
<td>Universities, Businesses, Parks, Population per area, Sport Centers, Bus stops</td>
<td>Jan.1-Dec.31 2013</td>
<td>City of Milan [1]</td>
</tr>
</tbody>
</table>

Table 1: Data Sets

3.1 Cell phone data

The first two data sets were provided by Telecom Italia Mobile as a part of the Big Data Challenge [3] competition. They consist of telecommunications activity records in the city of Milan. In this paper, we focused on a 4-week period of November 2013. The decisions about spatial and temporal granularity in the dataset, were already made by the dataset provider (Telecom Italia) when they made the data sets available for the Big Data Challenge, and were out of our control. In particular, the city of Milan, an area of 550 km$^2$, was divided into a 100 $\times$ 100 square grid. Each grid square has the same dimensions: a side length of 0.235 km and an area of 0.055 km$^2$. This is the area unit we use throughout the paper, and we refer to it as a “square”. The temporal unit is the 10-minute interval.

In the Milan Activity dataset, the activity is aggregated within each grid square for each 10-minute interval. Each activity record consists of the following entries: square ID, time-stamp of 10-minute time slot, country code, incoming SMS activity, outgoing SMS activity, incoming call activity, and outgoing call activity. According to the data set release information [3], each activity value corresponds to the level of interaction of all the users in the square with the mobile phone network, e.g. the higher the number of outgoing calls made by the users, the higher the outgoing Calls activity. Values of incoming/outgoing Call and SMS activity are normalized and have the same scale. Therefore, we sum up the latter four values,\footnote{This aggregation helps avoid data sparsity.} over all country codes in order to come up with a single value which describes the total activity volume in a square during each 10-minute time slot; this is the original time series, used in Section 4. Fig. 1 shows an example of the original time series for two grid-squares over a one-week period.

The Milan Square-to-Square dataset contains information regarding the “directional interaction strength” (as per terminology in [3]) between two squares, based on the calls exchanged between users in them. Each activity record consists of the following fields: ID of square i where call was initiated from, ID of unit j where the call was made to, time slot, and value of directional strength from i to j. We can obtain the total directional strength from square i to square j, by summing up over all time slots in the 4-week period.

3.2 Ground Truth

We collect additional data sets at the Municipality of Milan’s Open Data website [1], in order to use them as ground truth, for external validation of clustering, in Section 6. For each square defined in the main data sets, we gathered the following category information: population, %green area, #sports centers, #of universities, #businesses, and #bus stops. The blue shaded area in Fig. 2 marks
the overlap between squares and local identity areas. Fig. 4 shows how ground truth elements are distributed over the grid. Finally, we make the processed ground truth dataset publicly available at [4].

Limitations: Using ground truth to evaluate urban dynamics has some inherent limitations and, in fact, leads to – conservatively – underestimating the success of our method. For example, we were constrained to use only the portion of the data (30% of the squares) for which we were able to obtain ground truth. Furthermore, a category as defined in the ground truth (e.g., “universities”) may not capture subtle differences (e.g., universities in the periphery vs. universities in the center), which the time-series approach may be able to correctly capture. These challenges in evaluating clustering based on urban dynamics using ground truth data, have also been observed by previous papers [27]; while other papers choose to use interviews with city residents [26, 28].

4. ACTIVITY IN TIME AND FREQUENCY DOMAINS

Let $S = [1, n]$ be the set of all grid squares, where $n = 10^4$. Also, let $T = \{t_1, t_2, ..., t_{4032}\}$ be the set of all time units (10-minute time slots as defined by the data provider) in our 4-week period, where $m = 4032$. Finally, for each square $i \in S$, we denote the original activity series as $O_i(T) = \{o_i(t_1), o_i(t_2), ..., o_i(t_m)\}$.

The original time series is expected to have strong periodicity, since it depends on human activity. Therefore, we first map our time series into the frequency domain to identify the dominant seasonal components. We apply the fast Fourier transform (FFT) to convert $O_i(T)$, for all $i \in S$, from the time domain to the frequency domain. FFT is suitable for our purpose because it is a non-parametric method that extracts periodicity, it is useful for series with no obvious trend and provides a spectrum that is easily interpretable [11]. Fig. 5 shows the power spectrum of all series in the frequency domain. We observe several frequencies with high power (e.g., weekly, daily, and 12-hour cycles). These high-power frequencies dominate the seasonal component of the consolidated ground truth, proportionally to the size of the remaining overlapping area as a percentage of the local identity unit.
munication series, and indicate endemic social processes taking place within the city.

For each grid square $i \in S$, we decompose the original time-series $O_i(T)$ into seasonal and residual components through the following steps.

1. We select its $k$ highest-power frequencies.
2. We regenerate the seasonal communication series $SCS_i(T)$ using only the top $k$ frequencies of the grid-square, where $SCS_i(T) = \{scs_i(t_1), \ldots, scs_i(t_m)\}$.
3. We obtain the residual communication series $RCS_i(T)$ by subtracting the basic series from the original series:

   $RCS_i(T) = \{o_i(t_1) - scs_i(t_1), \ldots, o_i(t_m) - scs_i(t_m)\}$.

The data analysis in the remainder of the paper uses $k = 30$; this was selected by finding the smallest $k$ such that the RCS autocorrelation function does not differ significantly from that of a white noise sequence, as shown in Fig 6(b). Please note that SCS captures regular activity (which we use in Section 6.1 for clustering of areas in the city), while RCS carries information about similarity of residual activity between two squares (which we use in Sec. 6.2.1 to study cross-square interactions.)

Figure 7: Cut-off distances and clusters. (a) shows the dendrogram for clustering the SCS. At distance 0.74 all squares have been merged into one cluster. By looking at the dendrogram we see that most squares in Milan have quite similar traffic, i.e. highly correlated activity series, with a few special squares that are different from the rest. Also, we summarize clustering with SCS, original, and RCS in (b), which shows the number of clusters per cut-off distance.

**Insights from decomposition and neighborhoods:** Here we discuss observations on the correlation of a square and its neighbors w.r.t. the different time series, namely, original, SCS and RCS. These are important to guide the clustering based on these time series, discussed in the next section.

Fig 8(a) evaluates the correlation between neighboring and non-neighboring squares for the original, SCS, and RCS series. In RCS,
the correlation between neighbors is much stronger than the correlation between non-neighbors; this is a clear indication that when something occurs in a square, it often spreads to its neighbors. On the other hand, the correlation between non-neighbors is close to zero, which indicates that perturbations of activity are spatially restricted; this is even more clear when we look at Fig. 8(b) that shows how the correlation among neighbors decreases as the size of the neighborhood increases. Also, in Fig. 8(c), we see that what happens in a square at time slot $t_0$ will affect its neighbors at a later time slot, with the effect dampening over time. This is compatible with an underlying diffusion process.

Fig 8(a) also shows that in SCS the correlation between both neighbors and non-neighbors increased when compared to the original series. Moreover, the difference of the correlation between neighbors and non-neighbors decreased. This shows that SCS is dominated by the day-to-day activity patterns, and is stripped from perturbations that are spatially constrained.

5. CLUSTERING

Our goal is to use the result of the decomposition to segment the city into distinct areas, where the members of same area would have similar activity patterns. We hypothesize that if two squares have similar communication patterns then they have similar local ecologies, whereas if their communications patterns differ then they have different local socio-economic activities; e.g. one would expect a university and a stadium to have different activity patterns, since people visit them during different hours.

To achieve our goal, we cluster squares via agglomerative hierarchical clustering. We employ hierarchical clustering because of its generality (requiring no particular assumptions regarding the underlying distance measure) and because it yields a family of solutions (generally expressed as a dendrogram) that contains more information than a single clustering solution. As we show, this information can be exploited to perform both segmentation and anomaly/outsider detection from a single dendrogram. The distance function used in the rest of the paper is based on the Pearson correlation between activity series. More specifically, for two grid-squares $i, j \in S$, their distance in a given activity series $A$ is:

$$\text{dist}(A_i, A_j) = 1 - \text{correlation}(A_i, A_j)$$

This distance function takes values in the range $[0, 2]$; when two grid-squares are fully correlated they will have a distance of 0, when they are completely uncorrelated a distance of 1, and when they are inversely correlated a distance of 2. Also, we used the average linkage criterion to build the dendrogram since it had the highest cophenetic coefficient in comparison with other linkage types – the cophenetic coefficient is a measure of how faithfully a dendrogram preserves the pairwise distances.

Fig. 7 shows the high-level clustering results. Fig. 7(a) shows the dendrogram for the clustering via SCS; by looking at it we see that for small cut-offs, e.g. values between 0.02 and 0.08, we get a segmentation of the city into multiple areas, while for large cut-offs, e.g. values higher than 0.28, we get a very large cluster and a few small ones – hence, high cut-offs can be used for segmentation and low cut-offs can be used to detect areas with anomalous activity, without requiring additional computation.

Fig. 7(b) evaluates the number of clusters generated in the original, SCS, and RCS series for the full range of cut-off distances from 0-1. We observe that the results of clustering with RCS differ significantly from that with SCS and original. More specifically, clustering with RCS yields a large number of clusters (1000s) until cut-off distance $\sim 0.90$. On the other hand, clustering with SCS yields a low number of clusters for cut-off distance as small as 0.10. We speculate that the reason for this result is due to the degree of correlation between neighbors and non-neighbors (also see figures 8(a) and 8(b)). Intuitively, SCS provides information on routine activities in the city. Thus, where the analyst’s goal is to cluster urban areas based on regular patterns of activity, the SCS should be employed.

6. RESULTS

The results presented in this section are limited to the grid squares that overlap with the ground truth; this corresponds to the approximately 3K squares represented in the colored area of Fig. 2.

6.1 Clustering based on the SCS

SCS hierarchical clustering requires a choice of where to cut the dendrogram. Examination of the number of clusters by distance, Fig. 7(b), shows that this alone does not produce a natural cutting point for the SCS; thus, we also factor in skewness of cluster sizes,
In regard to coverage for the full range of cut-off distances between the clustering with SCS, and the clustering with the original clustering of time series by aggregating cell phone activity in a typical wholesale market for fruit and vegetable.

The San Siro stadium, while cluster c3 contains the Otomercato, a high density of green residential areas, e.g. university areas, while the other clusters represent different small clusters with unique activity patterns that are quite different from the rest of the city, e.g. stadiums. By choosing low versus high-skewness cut-points, one can then choose to break the city into a few large areas of similar activities, or (respectively) detect small, anomalous areas in the city against an “average” background pattern. Both options provide distinct information, and it is not necessary to employ only one; here, we show both cases.

Low-skewness segmentation: In this case we seek to divide the city into comparably sized clusters, and hence choose a cut-point that yields a size distribution with low skewness. Per Fig. 9, we obtain this via a distance threshold of 0.07, which is the minimum skewness value in the SCS clustering. As Fig. 11 shows, the clusters of Fig. 10(a) successfully segment the city by features of the urban environment. For instance, clusters c1 and c5 have a high density of universities, while cluster c3 has a high density of green space; density is the ratio of the number of ground truth elements over cluster size. Thus, we conclude that the clusters indeed reflect regions with distinct socio-economic and environmental characteristics as reflected by their differences in SCS.

High-skewness anomaly detection: In this case we seek to identify one large cluster reflecting the range of “typical” activity patterns and several small areas of anomalous activity; we thus select a cutoff leading to a skewed distribution e.g. Fig. 10(b) with cut-off 0.30 which contains five clusters. In Fig. 12 we see the normal activity in the city in cluster c0, while the other clusters represent strongly anomalous traffic. For instance, cluster c1 corresponds to the San Siro stadium, while cluster c3 contains the Otomercato, a wholesale market for fruit and vegetable.

SCS vs. original series: In Fig. 13 we show a comparison between the clustering with SCS, and the clustering with the original in regard to coverage for the full range of cut-off distances 0 – 1. We confirm that clustering with SCS yields better results. This verifies our expectation that removing idiosyncratic variation from the signal clarifies the regular activity within a grid square.

SCS vs. Typical Weekday/Weekend: Prior work [26] handles clustering of time series by aggregating cell phone activity in a typical weekday/weekend over all users in an area. Our method fits data better and requires less assumptions compared to that approach. We compare the performance of our method with that of a typical weekday/weekend using the Entropy of the density distribution for a given category, which is a common external clustering evaluation measure [29]. Table 2 shows the obtained values of Entropy for our method and the clustering via K-means and typical weekday/weekend from [26]. We observe that our method performs better for all ground truth categories. The intuition behind that is that our way of summarizing the cell phone activity is superior in the sense that the seasonal component of FFT (our SCS) holds more information than the typical weekday/weekend approach, as shown in Fig. 14. To quantitatively illustrate that point, we calculate the normalized sum of squared errors for each grid-square i, for both methods as follows:

$$c_i = \frac{\sum_{t=1}^{T} (O_i(t) - B_i(t))^2}{T}$$

**Table 2: Segmentation performance via Entropy (lower value is better).** Hierarchical SCS clustering produces more functionally distinct clusters for all categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Entropy for hierarchical SCS</th>
<th>Entropy for [26]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universities</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>Businesses</td>
<td>0.82</td>
<td>1.33</td>
</tr>
<tr>
<td>Green (%)</td>
<td>0.94</td>
<td>1.27</td>
</tr>
<tr>
<td>Population</td>
<td>0.97</td>
<td>1.34</td>
</tr>
</tbody>
</table>

**Figure 9:** Skewness plot for SCS clustering. We use Pearson’s second skewness coefficient: (mean-median)/(standard deviation). The minimum skewness is at cut-off = 0.07.

**Figure 10:** The left figure shows how many people are in the city by features of the urban environment. For instance, clusters c1 and c5 have a high density of universities, while cluster c3 has a high density of green space; density is the ratio of the number of ground truth elements over cluster size. Thus, we conclude that the clusters indeed reflect regions with distinct socio-economic and environmental characteristics as reflected by their differences in SCS.

**Figure 11:** The left figure shows how the typical weekday/weekend approach summarizes the cell phone activity series for the San Siro area. Notice that the high peaks are lost when traffic is aggregated. The right figure shows the SCS traffic in the San Siro area for one month (our method).

**Figure 12:** The right figure shows a comparison between the clustering with SCS and the clustering with the original in regard to coverage for the full range of cut-off distances 0 – 1. We confirm that clustering with SCS yields better results. This verifies our expectation that removing idiosyncratic variation from the signal clarifies the regular activity within a grid square.

**Figure 13:** The left figure shows how much information is lost from the original series, when we use SCS and when we use typical days. Despite the fact that SCS is created using the top-30 frequencies, while the typical days series is created using a vector of 288 values – 144 values for weekdays, and 144 for weekends – the SCS can reconstruct the original series much better.

**Figure 14:** The left figure shows how the typical weekday/weekend approach summarizes the cell phone activity series for the San Siro area. Notice that the high peaks are lost when traffic is aggregated. The right figure shows the SCS traffic in the San Siro area for one month (our method).

**Figure 15:** The figure shows how much information is lost from the original series, when we use SCS and when we use typical days. Despite the fact that SCS is created using the top-30 frequencies, while the typical days series is created using a vector of 288 values – 144 values for weekdays, and 144 for weekends – the SCS can reconstruct the original series much better.
Figure 10: Clusters generated by low skewness (left) and high skewness (right) segmentation. When the number of clusters exceeds 10, we show only the top 10 largest clusters.

Figure 11: Densities per category for top 10 clusters of Fig. 10(a); red dashed line indicates the Milan average. SCS clustering separates regions with distinct urban environments (e.g., commercial vs. green space).

Figure 12: Average activity series for the clusters of Fig. 10(b); different clusters have very distinct seasonal patterns.

Figure 13: Coverage for SCS clusters vs. original series clustering. Coverage is defined as the percentage of the ground-truth elements “covered” by the clusters with higher than mean concentration of the element type. SCS clustering shows stronger segmentation (higher coverage) for all cut-off values.
In our method $B_i(t) = SCS_i(t)$, whereas in the method of [26] $B_i(t)$ is obtained by using the typical weekday five times and the typical weekend twice to create a typical week, and repeating the typical week four times to create a time series of length $T$, which corresponds to a month. Fig. 15 shows the cumulative distribution of the errors over all grid-squares. SCS has smaller errors which indicates that it holds more information.

Our method requires less assumptions regarding the nature of the data. It works well in a different culture, e.g. some countries, such as Egypt, designate Friday as a weekend day, while others have Thursday-Friday weekends. To apply the typical weekday and weekend division requires knowledge of the culture, while our approach does not require that. Additionally, the typical weekday approach does not capture mid-week variations that might appear in certain areas.

6.2 What we learn from RCS

RCS reflects the response to perturbations rather than regular behavior. Therefore, we treat them differently: we use cross-correlation between the RCS time series of grid squares, and we investigate how the RCS of one square affects its neighbors and how it correlates with square-to-square communications.

6.2.1 Using RCS to study cross-square interactions

A more powerful use of the RCS is to examine interactions between grid squares. Specifically, examination of lagged cross-correlations in the RCS for two squares shows how squares affect each other: i.e., for two cross-correlated squares, a perturbation in one square at time $t$ will be associated with a change in the other square at a later point in time. We denote the cross-correlation “distance” for squares $B_i, B_j$ at a given lag by:

$$\text{dist}'(B_i, B_j, \text{lag}) = 1 - \text{correlation}(B_i, B_j, \text{lag})$$

Note that, unlike a true distance, $\text{dist}'$ is not symmetric, i.e. $\text{dist}'(B_i, B_j, \text{lag}) \neq \text{dist}'(B_j, B_i, \text{lag})$. We thus build a directed graph where the nodes are the grid squares and square $i$ is adjacent to square $j$ at a given lag iff

$$\text{dist}'(B_i, B_j, \text{lag}) < \text{thresh}$$

where $\text{thresh}$ is an analyst-selected threshold that filters out weak time-lagged correlations. We set $\text{lag} = 1$ which corresponds to a 10-minute difference between two squares; it is the most fine-grained unit we can get from our data. We found experimentally that a threshold 5 standard deviations away from the mean yields good results. Given the cross-correlation digraph, we may examine the strongly connected components of the graph to find areas that are subject to mutual social influence (e.g., there are paths by which events in any square can affect communication activity in any other square at a later time).

What we learn from the strongly connected components of the graph: In Fig. 16(b) we show the top 10 strongest connected components of the graph, as described in the previous paragraph. We observe a different, but interesting, segmentation of the city from that obtained by SCS, with a clear structure becoming apparent. The center of the city is a connected component (green color), completely separate from the rest. This means that perturbations occurring inside a grid-square on the center, will most likely propagate to other grid-squares in the center. Another example is the dark blue connected component on the center-right side which corresponds to the Milan Linate airport. More generally, the large clusters identified in Fig. 16(b) reflect socially connected regions of the city, with events in any given square tending to reverberate within its regional cluster (but not to propagate beyond).

(a) Heat-map showing the $k$-shell score of each grid square. We observe that squares in the center of the city have lower $k$-shell scores in comparison with the periphery. This shows that, for this particular directed graph, squares in the periphery are more socially well-connected than squares in the center.

(b) Largest Strongest Connected Components

Figure 16: $k$-shell heat-map, and 10 largest strongly connected components for the directed graph of RCS cross-correlations with $\text{lag} = 1$.

What we learn from the $k$-shell decomposition: $k$-shell decomposition is a well-known technique in graph theory for identifying regions of high local cohesion [22] and has been used as a visualization tool for studying networks such as the Internet [10]. It involves identifying maximal sets of nodes with at least $k$ neighbors who are also in the set ($k$-cores) and then identifying the highest-number to which each core belongs. In this article, we apply the $k$-shell decomposition on the RCS-based digraph, identifying the squares that are more/less cohesively connected to their neighbors; spatial regions with high values of $k$ are strongly interactive (in the sense that perturbations in one location can propagate to other locations in the region through multiple, redundant correlation paths). In Fig. 16 we observe that squares in the center of the city have lower $k$-shell scores in comparison with the periphery. This shows that, within Milan, there are several spatially peripheral regions with high local connectivity, while squares near the city and along major arterials tend to be either isolated (with respect to propagation of shocks) or connected via locally tree-like structures.
6.2.2 Correlation of SCS and RCS with Milan Square-to-Square Communication

<table>
<thead>
<tr>
<th>QAP test results</th>
<th>SCS</th>
<th>RCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation</td>
<td>0.05</td>
<td>0.27</td>
</tr>
<tr>
<td>Min random</td>
<td>-0.018</td>
<td>-0.005</td>
</tr>
<tr>
<td>Mean random</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Max random</td>
<td>0.011</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Table 3: Correlation of SCS and RCS inter-square correlations with Milan Square-to-Square data set, with QAP test replications \((n = 100)\). Correlations are significant at \(p < 0.01\).

Finally, we compared the Milan Square-to-Square call volume data set with the SCS and RCS square-to-square cross-correlations, assessing the resulting relationship using the Quadratic Assignment Procedure (QAP) [19, 7]. QAP is a technique for testing an observed bimatrix statistic (here, matrix correlation) against a null hypothesis of no association, while controlling for the underlying structure of the matrices being compared; the technique is a form of matrix permutation test, in which the distribution of bimatrix statistics obtained under row-column permutation of the input matrices is used to form a null distribution.

We transformed the Milan Square-to-Square data set into a \(N \times N\) matrix, where \(N\) is the number of grid squares, and we denote it as \(MM\). An entry \(MM_{i,j}\) corresponds to the symmetrized communication strength between squares \(i, j\) in the Square-to-Square data set. Similarly, we created two additional \(N \times N\) matrices: 1) matrix \(RM\), with \(RM_{i,j} = SCS\_Correlation(i, j)\), corresponding to the residual correlation for squares \(i, j\), and 2) matrix \(BM\), with \(BM_{i,j} = SCS\_Correlation(i, j)\), corresponding to the SCS correlation for squares \(i, j\).

As we can see from Table 3, there is a significant correlation between the Square-to-Square data set both for SCS and RCS \((p < 0.01\) in both cases), but for the residual series it is almost six times stronger. Thus, we see that the cross-correlations between squares are associated with direct contact between persons in the respective areas, and this is a substantially stronger effect than the baseline similarity in calling pattern within each square. This further validates our above intuition that the RCS cross-correlations provide information on social interaction across areas within the city.

7. CONCLUSION

In this paper, we studied the decomposition of cell phone activity series, via FFT, into two series: 1) the seasonal communication series (SCS) produced from high-amplitude frequencies, and 2) the residual communication series (RCS) produced after subtracting SCS from the original series. As shown, the SCS can be used to characterize typical patterns of socio-economic activity within an area, while the RCS can be used to capture both irregularities due to novel events and the influence of one area on another. For the first part, we perform an external evaluation of the produced clusters using a ground truth data set that we gathered from the municipality of Milan. Our SCS clustering, produces clusters of areas with similar characteristics as shown in ground truth data. RCS allows to identify regions such that disruptions in one area propagate to the other, and regions that are in direct communicative contact. The RCS and SCS thus provide distinct probes into the structure and dynamics of the urban environment, both of which can be obtained from the same underlying data.

Our techniques are applicable to other geo-social activity data sets, e.g. Twitter and Foursquare, and can be used to reveal patterns of how areas related to each other; in future work we plan to apply our techniques to cell phone activity data from other cities, as well as other type of geo-social activity data. These findings will provide the network operator with information that can improve planning, operations and anomaly detection. In future work, we plan to exploit our findings in order to do cell phone activity prediction.
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